# APPLICATION OF THE METHOD OF TWO-SCALE EXPANSIONS TO THE Single-frequency problem of the theory of non-linear oscillations * 

V.D. AZHOTKIN and V.M. BABICH

The method of two-scale expansions is applied to a single-frequency system. The expansions obtained are justified over an asymptotically large time interval using the method of successive approximations.

1. Many authors have used the method of two-scale expansions and similar methods / $1-5 /$ to construct solutions of the following system as $\varepsilon \rightarrow 0$ :

$$
\begin{align*}
& d \varphi / d t=\omega(I)+\varepsilon f(\varphi, I, \varepsilon), \quad \omega(I)>0  \tag{1.1}\\
& d I / d t=\varepsilon g(\varphi, I, \varepsilon) ; \omega, f, g \approx C^{\infty}, 0<\varepsilon \leqslant 1
\end{align*}
$$

Below we propose a two-scale expansion, different from existing ones, of the solutions of system (1.1)

$$
\begin{align*}
& \uparrow=t_{1}+\varepsilon \varphi_{1}\left(t_{1}, \tau\right)+\varepsilon^{2} \varphi_{2}\left(t_{1}, \tau\right)+\ldots  \tag{1.2}\\
& I=I_{0}(\tau)+\varepsilon I_{1}\left(t_{1}, \tau\right)+\varepsilon^{2} I_{2}\left(t_{1}, \tau\right) \div \ldots \\
& \left(t_{1}=\frac{\Psi_{-1}(\tau)}{\varepsilon}+\varphi_{0}(\tau), \quad \tau=\varepsilon \tau\right)
\end{align*}
$$

where $t_{1}$ is the fast time, $\tau$ is the slow time, $\varphi_{j}(j \geqslant-1) . I_{j}(j \geqslant 0)$ are the required functions, $2 \pi$ periodic in time $t_{1}$ wher. $j \geqslant 1$. The proposed procedure is direct and does not require successive changes of variables, which simplifies the derivation of the asymptotic forms of the solution of system (1.1). Eqs (1.1), and also the equations for deriving $I_{0}$
(see below), are non-1inear and their existence can only be guaranteed on a segment of the form $0 \leqslant \tau \leqslant \tau_{0}<-\infty$, i.e., for $0 \leqslant t \leqslant \tau_{0} \varepsilon$. On such segments, when $\varepsilon$ is fairly small, it is possible to prove the existence of a true solution of the Cauchy problem for system (l. 1), and expansions (1.2), in fact, provide the asymptotic forms of these solutions. Hence, whereever one succeeds in constructing series (2.2), a true solution of system (1.1) exists, and the asymptotic form of that sciution is given by (1.2).
2. Let us construct series that asymptotically satisfy system (1.1) with initial conditions

$$
\begin{equation*}
\left.4\right|_{t=0}=a,\left.\quad I\right|_{t=0}=b \tag{2.1}
\end{equation*}
$$

We substitute (1.2) into (1. 1 : and equate terms of higher order on both sides of these equations

$$
\begin{equation*}
\varphi_{-1}^{\prime}(\tau)=\omega\left(I_{0}\right) . \quad I_{1}{ }^{\prime} \mathcal{G}_{-1}^{\prime}+I_{1^{\prime}}^{\prime}=g\left(t_{1}, \quad I_{0}, 0\right) \tag{2.2}
\end{equation*}
$$

where the prime indicates a derivative with respect to $\tau$, and a dot a derivative with. respect to $t_{1}$. Averaging the second of Eq. (2.2) over the period $2 \pi$, we obtain

$$
\begin{equation*}
I_{0}^{\prime}(\tau)=\left\langle g\left(t_{1}, I_{0}, 0\right)\right\rangle \quad\left(\langle F\rangle=\frac{1}{2 \pi} \int_{0}^{2 \pi} F\left(t_{1}\right) d t_{1}\right) \tag{2.3}
\end{equation*}
$$

Eq. (2.3) is the equation of the method of averaging /1,6/. From (2.3), the first of Eqs. (2.2), and initial conditions (2.1) we obtain

$$
\begin{equation*}
\Psi_{-1}(0)=0, \quad \Psi_{-1}^{\prime}(\tau)=\omega\left(I_{0}\right): \quad I_{0}(0)=b, \quad I_{0}^{\prime}(\tau)=\left\langle g\left(t_{1}, \quad I_{0}, 0\right)\right\rangle \tag{2.4}
\end{equation*}
$$

from which in some segment $0 \leqslant \tau \leqslant \tau_{0}<+\infty \quad \varphi_{-1}$ and $I_{0}$ are uniquely defined.
Let us write down the terms of the following approximation:

$$
\begin{align*}
& \Psi_{0}^{\prime}(\tau)+\Psi_{2} \varphi_{-1}^{\prime}=\omega\left(I_{0}\right) I_{1}-f\left(t_{1}, I_{0}, 0\right) ; \quad \omega^{\prime}\left(I_{0}\right)=\frac{d \omega\left(I_{0}\right)}{d I_{0}}  \tag{2.5}\\
& I_{2}^{\prime} \overleftarrow{q}_{-1}^{\prime}+I_{1}^{\prime}=g^{\prime}\left(t_{1}, I_{0}, 0\right) \Psi_{1}-\frac{\partial g\left(t_{1}, I_{0}, 0\right)}{\partial I_{0}} I_{1}-\frac{\partial g\left(t_{1}, I_{0}, 0\right)}{\partial \varepsilon}
\end{align*}
$$
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From (2.2) we obtain $I_{1}$, apart from the term that depends only on $\tau$

$$
\begin{equation*}
I_{1}=I_{1}{ }^{0}\left(t_{1}, \tau\right)+I_{1}{ }^{1}(\tau) \tag{2.6}
\end{equation*}
$$

We select the first term $I_{1}{ }^{0}$ so that $\left\langle I_{1}{ }^{0}\right\rangle=0$. Eqs.(2.5) may be considered as equations for determining $\Phi_{1}$ and $I_{2}$ in the class of functions that are $2 \pi$ periodic in $t_{1}$. The condition for such $\varphi_{1}$ and $I_{2}$ to exist is the equality of the left and right sides of (2.5) averaged over the period (in this case $\left\langle\varphi_{1}{ }^{*}\right\rangle=0,\left\langle I_{2}{ }^{\circ}\right\rangle=0$ )

$$
\begin{equation*}
\varphi_{0}{ }^{\prime}(\tau)=\omega^{\prime}\left(I_{0}\right) I_{1}{ }^{1}(\tau)+\langle f\rangle, \quad I_{1}{ }^{1}(\tau)=\left\langle g^{\prime} \varphi_{1}\right\rangle+\left\langle\frac{\partial g}{\partial I_{0}} I_{1}\right\rangle+\left\langle\frac{\partial \rho}{\partial \varepsilon}\right\rangle \tag{2.7}
\end{equation*}
$$

We eliminate the function $\varphi_{1}$ from the first term on the right side of the second of Eqs.(2.7) and obtain

$$
\begin{align*}
& \left\langle g^{\cdot} \varphi_{1}\right\rangle=-\left\langle g \varphi_{1}{ }^{\circ}\right\rangle=-\left\langle\frac { g ( t _ { 1 } , I _ { 0 } , 0 ) } { \omega ( I _ { 0 } ) } \left(\omega^{\prime}\left(I_{0}\right) I_{1}{ }^{1}+\right.\right.  \tag{2.8}\\
& \left.\left.\omega^{\prime}\left(I_{0}\right) I_{1}{ }^{0}+f\left(t_{1}, I_{0}, 0\right)-千_{0}{ }^{\prime}(\tau)\right)\right\rangle=\left[\langle g\rangle\langle f\rangle-\langle g f\rangle-\omega^{\prime}\left(I_{0}\right)\left\langle g I_{1}{ }^{0}\right\rangle\right] / \omega\left(I_{0}\right)
\end{align*}
$$

In the transformations we used Eqs. (2.5) and (2.7). It follows from (2.6) and (2.8) that the second of Eqs. (2.7) is a first-order linear equation in $I_{1}{ }^{1}(\tau)$. Its solution yields $I_{1}{ }^{1}(\tau)$ and $\varphi_{0}(\tau)$. From (2.1) and (2.6) we obtain

$$
\begin{equation*}
\varphi_{0}(0)=a, \quad I_{1}{ }^{1}(0)=-I_{1}{ }^{0}(a, 0) \tag{2.9}
\end{equation*}
$$

The initial conditions (2.9) and Eqs. (2.7) and (2.8) define $\varphi_{0}$ and $I_{1}{ }^{1}$.
3. Suppose $\varphi_{-1}, \varphi_{0}, \ldots \varphi_{j-1}, I_{0}, I_{1}, \ldots I_{j}$ have been found and the equation $d \varphi \varphi^{\prime} d t=\omega(I) \div$ $\varepsilon f$ (respectively $d I d t=\varepsilon g$ see (1.2)) has been satisfied with an accuracy to terms of order $\varepsilon^{j-1}$. The initial data of the Cauchy problem (2.1) are satisfied for $\varphi, I$ with an accuracy to terms of order $\boldsymbol{e}^{j-1}$. We shall now deal with terms of the following approximation:

$$
\begin{equation*}
\mathscr{q}_{j}{ }^{\circ} \omega\left(I_{0}\right)=A_{j}\left(t_{1}, \tau\right), \quad I_{j+1} \dot{1}^{*} \omega\left(I_{0}\right)=g^{*} \Psi_{j}-B_{j}\left(t_{1}, \tau\right) \tag{3.1}
\end{equation*}
$$

where $A_{j}$ and $B_{j}$ are $2 \pi$ periodic functions of $t_{1}$, dependent on $\psi_{i-1}, I_{i}, i \leqslant j$. For the periodic solution $\varphi_{j}, I_{j+1}$ of system (3.1) to exist it is necessary and sufficient that the equations

$$
\begin{equation*}
\left\langle A_{j}\right\rangle=0 .\left\langle-g A_{j} \omega\left(I_{0}\right)-B_{j}\right\rangle=0 \tag{3.2}
\end{equation*}
$$

are satisfied.
We separate in the functions $q_{j}, I_{j+1}$ the "fast" and "siow" parts

$$
\begin{array}{ll}
\varphi_{j}=\varphi_{j}{ }^{0}\left(t_{1}, \tau\right)+\varphi_{j}{ }^{1}(\tau) ; \quad\left\langle\varphi_{j}^{0}\right\rangle=0  \tag{3.3}\\
I_{j+1}=I_{j+1}^{\mathrm{o}}\left(t_{1}, \tau\right)+I_{j+1}^{1}(\tau) ; \quad\left\langle I_{j+1}^{0}\right\rangle=0
\end{array}
$$

which depend only on $\tau$.
We integrate (3.1) with respect to $t_{1}$, and taking intc account (3.3) obtain

$$
\begin{align*}
\psi_{j}^{\prime}\left(t_{1}, \tau\right) & =c_{j}-\left\langle c_{j}\right\rangle, \quad c_{j}=\int_{0}^{t_{1}} \frac{A_{j}}{\omega\left(I_{(i)}\right)} d t_{1}  \tag{3.4}\\
I_{j-1}^{0}\left(t_{1}, \tau\right) & =\frac{g-\left\langle g_{j}\right\rangle}{\omega\left(I_{n}\right\rangle} f_{j}^{1}-D_{j}-\left\langle D_{j}\right\rangle . \quad D_{j}=\int_{0}^{t_{1}} \frac{B_{j}+\xi^{\cdot} \Psi_{j}^{0}}{\omega\left(I_{u}\right)} d t_{1}
\end{align*}
$$

The functions $\varphi_{j}{ }^{1}(\tau)$ and $I_{j-1}^{1}(\tau)$ wiil be defined usirg equations of subsequent approximation and initial data. Let us write these equations

$$
\begin{align*}
& \varphi_{j-1} \omega\left(I_{0}\right)-\varphi_{j}^{\prime}+\varphi^{\circ} \varphi_{u^{\prime}}=\omega\left(I_{0}\right) I_{j-1}-f^{\prime} \varphi_{j}^{1}-E_{j-1}  \tag{3.5}\\
& I_{j+1} \omega\left(I_{n}\right)-I_{j} \psi_{0^{\prime}}-I^{\prime}=g^{\prime \prime} \psi_{j+1}-\frac{\partial \mathrm{E}}{\partial J_{0}} I_{j+1}- \\
& \lambda_{j} g{ }^{*} \Psi_{14}-\frac{\partial_{g}}{\partial I_{0}} I_{14}{ }^{1}-F_{j-1} ; \quad \lambda_{1}=\frac{1}{2} ; \quad \lambda_{j}=1 \quad(j>1)
\end{align*}
$$

where $E_{j+1}, F_{j+1}$ are known functions of $t_{1}$. $\tau$, periodic in $t_{1}$. Averaging Eqs. (3.5) over $t_{1}$, we obtain the required equations

$$
\begin{align*}
& \varphi_{j}{ }^{\prime}=\omega^{\prime}\left(I_{0}\right) I_{j-1}{ }^{1}(\tau)-\left\langle E_{j-1}\right\rangle  \tag{3.6}\\
& I_{j+1}^{\prime}=\left\langle g^{*} \varphi_{1}^{0}+\frac{\partial_{g}}{\partial I_{0}} I_{1}^{0}\right\rangle \Psi_{j}^{1}-\left\langle\frac{\partial_{g}}{\partial I_{0}}\right\rangle I_{j+1}^{1}-\left\langle c_{j+1}\right\rangle
\end{align*}
$$

where $c_{j-1}$ is a known function. The coefficient of $c_{j}{ }^{1}$ is transformed to

$$
-\frac{1}{\omega\left(I_{0}\right)}\langle g \mid\rangle \div \frac{\omega\left(I_{0}\right)}{2} \frac{\partial}{\partial I_{0}}\left(\frac{\langle g\rangle^{2}-\left\langle g^{2}\right\rangle}{\omega^{2}\left(I_{0}\right)}\right)
$$

We shall now require the initial data to be satisfied for $\varphi(1)$ with an accuracy to terms of order $\varepsilon^{j}\left(\varepsilon^{j+1}\right)$

$$
\begin{equation*}
\varphi_{i}^{1}(0)+\varphi_{j}^{0}(a, 0)=0, \quad I_{j+1}^{1}(0)+I_{j+1}^{0}(a, 0)=0 \tag{3.7}
\end{equation*}
$$

Formulae (3.7) determine the initial data for system (3.6). The quantities qiand $I_{j+1}{ }^{1}$ are uniquely defined by (3.6). Eqs. (3.5) now take the form (3.1) with $j$ replaced by $f+1$, and conditions (3.2) (with $j$ replaced by $j+1$ ) also hold. The process of constructing $l_{i+1}$ $\varphi$ i can be continued.

Note that the slow variable $I$ is determined at each step with an accuracy one order of $e$ greater than the fast variable. f. This situation is characteristic when using the method of perturbations in the theory of oscillations.
4. Now, since the two-scale expansions of the Cauchy problem (1.1), (2.2) have been constructed, the question of their substantiation arises. It consists of proving the solvability of problem (1.1). (2.1) in an asymptotically large time interval, and evaluating the remainder terms. To obtain these results the classical method of successive approximations is convenient (see/7/). In particular, in /7/, the method of averaging for Eq. (1.1) is proved (differently from here). Other methods and their proof can be found in $/ 1,6 /$.

We shall now restate the results obtained. Let us assume that $f, g$ are $2 \pi$ periodic functions of $\&$ and

$$
\begin{aligned}
& f, g, \omega \in C^{\infty}(-\infty<4<+\infty,|I-b| \leqslant \alpha, 0 \leqslant \varepsilon \leqslant \beta \\
& \left.\left.I\right|_{t=0}=b, 0<\alpha=\text { const }, 0<\beta-\text { const }\right)
\end{aligned}
$$

Let problem $\{2.3\},\{2.4\}$ be solvable for $I_{0}(\tau)$ when $0 \leqslant \tau \leqslant T_{0}<+\infty$, and $\left|I_{0}(t)-b\right|<$ $\alpha, 0 \leqslant \tau \leqslant T_{0} \quad$ When $0 \leqslant \tau \leqslant \tau_{0} 11$ terms of series (1.2) can be constructed under these conditions.

Theorem. There exists ar $\varepsilon_{0}, 0<\varepsilon_{0} \leqslant \beta$. such that when $0 \leqslant t \leqslant \tau_{0} \varepsilon$, problem (1.1), (2.1) is solvable, provided $|I(t)-b|<a$.

Series (1.2) obtainea above give the asymptotic form of the solution of the Cauchy problem in the following sense. Let $f$ anc I be the solution of the Cauchy probler (1. 1), (2.1). We introduce the terms $R_{q}$ and $R_{1}$ using the equations

$$
\begin{equation*}
\varphi=t_{\mathrm{i}}-\sum_{j=1}^{+} \varepsilon^{j} \mathrm{c}_{\mathrm{c}}-R_{\mathrm{q}} . \quad I=\sum_{j=\hat{\theta}}^{+} \varepsilon^{j} r_{j}-R_{I} \tag{4.1}
\end{equation*}
$$

The following inequanities

$$
\begin{equation*}
\left|R_{4}\right| \leqslant \text { cons } \varepsilon^{r+1}:\left|R_{j}\right| \leqslant \text { const } \varepsilon^{r+1}, 0 \leqslant \varepsilon \leqslant \varepsilon_{0} \tag{4,2}
\end{equation*}
$$

are satisfied for $0 \leqslant t \leqslant T_{0} \varepsilon$.
It turns out that the investigation is simplified if instead of $R_{4}$ and $R_{1}$ the remainder terms $S_{q}$ and $S_{I}$ are introduced so that

$$
\begin{equation*}
\varphi=t_{1}+\sum_{j=1}^{+2} \varepsilon^{j} \mathrm{G}_{j}+S_{4} \quad I=\sum_{j=0}^{+-2} \varepsilon^{j} r_{j}-S_{2} \tag{4.3}
\end{equation*}
$$

derive for $S_{1}$ and $S_{4}$ a svster of integral equations, and prove in the interval $0 \leqslant t \leqslant T_{0}$ it the comparatively weak estimate

$$
\begin{equation*}
\left|S_{4}\right| \leqslant \text { const } \varepsilon^{r+1},\left|S_{1}\right| \leqslant \text { const } \varepsilon^{*+1} \tag{4.4}
\end{equation*}
$$

By virtue of the obvicus equations

$$
\begin{equation*}
\varepsilon^{r+1} \varphi_{T+1} \div \varepsilon^{r+2} \varphi_{r+2} \div S_{\varphi}=R_{\psi}, \quad \varepsilon^{\Gamma 1 I_{T+1}} \div \varepsilon^{+\times 2} \Pi_{\psi+2} \div S_{1}=R_{1} \tag{4.5}
\end{equation*}
$$

the estimates (4.4) are sufficient for obtaining the estimates (4.2). From (1.1) and (4.3) there follows the equation for $S_{\psi}$ and $S_{1}$

$$
\begin{align*}
& \frac{d S_{\mathrm{G}}}{d t}=-\frac{d}{d t}\left(t_{1} \div \ldots-\varepsilon^{r-2} \varphi_{+-n}\right) \div \omega\left(I_{0}+\ldots+S_{1}\right)-  \tag{4.6}\\
& \varepsilon f\left(t_{1}-\ldots+S_{4}, I_{4}+\ldots+S_{1}, \varepsilon\right) \\
& \frac{d S_{I}}{d t}=-\frac{d}{d t}\left(I_{0}-\ldots+\varepsilon^{+-\varepsilon_{4-2}}\right)-\varepsilon g\left(t_{1}-\ldots+S_{4}, I_{0}+\ldots+S_{1}, \varepsilon\right)
\end{align*}
$$

The initial data for $S_{q}$ and $S_{1}$ are zero

$$
\begin{equation*}
\left.S_{\tau}\right|_{t=0}=0,\left.\quad S_{1}\right|_{t=0}=0 \tag{4.7}
\end{equation*}
$$

since the sums

$$
t_{1}-\sum_{j=1}^{r+2} \varepsilon^{j} \mathscr{q}_{j}, \quad \sum_{j=0}^{r+2} \varepsilon^{j} I_{j}
$$

satisfy the initial data (2.1). On the right sides of (4.6) we separate the free terms $\Phi_{0}, \Psi_{0}$, the terms $\Phi_{1}, \Psi_{1}$ linear relative to $S_{\Psi}$ and $S_{1}$ (in expansion of the right sides in maclaurin series in powers of $S_{\Phi}$ and $S_{1}$, and the remainder terms $\Phi_{2}, \Psi_{2}$ which have a quadratic estimate for small $S_{q}$ and $S_{1}$. Taking into account the initial data (4.6) for $S_{q}$ and $S_{\mathrm{J}}$. we replace (4.7) by the integral equations

$$
\begin{equation*}
S_{\psi}=\int\left(\Phi_{0}+\Phi_{1}+\Phi_{2}\right) d t^{\prime}, \quad S_{I}=\int\left(\Psi_{0}+\Psi_{1}+\Psi_{2}\right) d t^{\prime} \tag{4.8}
\end{equation*}
$$

Here and henceforth integration with respect to $t^{\prime}$ is carried out from $t^{\prime}=0$ to $t^{\prime}=t$. On the assumption that

$$
\begin{equation*}
0 \leqslant t \leqslant \tau_{0}^{\prime} \varepsilon, \quad\left|S_{\varphi}\right| \leqslant A_{0} . \quad\left|S_{1}\right| \leqslant A_{0}, \quad 0 \leqslant \varepsilon \leqslant \beta_{1} \leqslant \beta \tag{4.9}
\end{equation*}
$$

(the numbers $A_{0}$ and $\beta_{1}$ must be so small that the inequality $|I-b|<\alpha$ is not violated), we have

$$
\begin{gather*}
\left|\Phi_{0}\right| \leqslant A_{1} \varepsilon^{r+3},\left|\Phi_{2}\right| \leqslant A_{1}\left(S_{I}^{2} \div S_{U}{ }^{2}\right)  \tag{4.10}\\
\left|\Psi_{0}!\leqslant A_{1} \varepsilon^{r-3},\left|\Psi_{2}\right| \leqslant A_{1} \varepsilon\left(S_{I}^{2}-S_{Q}^{2}\right), A_{1}=\text { const }>0\right. \\
\Phi_{1}=\omega^{\prime} S_{J}+\varepsilon \frac{\partial I}{\partial \Phi} S_{q}+\varepsilon \frac{\partial I}{\partial I} S_{I}, \quad \Psi_{1}=\varepsilon\left(\frac{\partial g}{\partial \Phi} S_{\Psi}+\frac{\partial g}{\partial I} S_{I}\right)
\end{gather*}
$$

The arguments of the functions $\omega^{\prime}, f_{\sigma^{\prime}}, f_{j}^{\prime}, g_{q^{\prime}}, g_{l}^{\prime}$ are

$$
t_{1}+\ldots+\varepsilon^{r+2} \varphi_{T+2}, \quad I_{0}+\ldots+\varepsilon^{r+2} I_{r+2}, \varepsilon
$$

We apply the method of successive approximations not to system (4.8), but to some identical transformation of it. The terms $\int \Phi_{1} d t^{\prime}$ and $\int \Psi_{1} d t^{\prime}$ are insufficiently "weak" for a simple substantiation of the method of successive approximations. Let us try to find a transformation of (4.8) which would eliminate the linear terms from it. We begin the transformation from the second equation of (4.8). The principal term (in the group of linear terms) which contains $S_{q}$ is

$$
\int \frac{\partial g\left(t_{1}, J_{6}, 0\right)}{\tilde{\delta} q} S_{q} d t^{\prime}=\int \frac{\partial g\left(t_{1}, J_{0}, 0\right)}{\partial t^{\prime}}\left(\frac{d t_{1}}{d t}\right)^{-1} S_{q} d t^{\prime}
$$

We integrate this integral by parts, eliminating the function $g$ from the derivative with respect to $t^{\prime}$. We change in the terms linear in $S_{4}$ on the right side of the second Eq. (4.8), the function $S_{q}$ by its expression fror the first of Eqs. (4.8).

We convert the new equation which has $S_{I}$ as its left side, as follows: assuming on the right side that all terms, apart from the linear uniform ones containing $S_{I}$ are known, we solve this equation for $S_{1}$. We arrive at an equation for $S_{1}$ not containing on the right side linear Volterra operators in $S_{I}$. We substitute the expression obtained for $S_{l}$ in the appropriate place into the terms linear in $S_{I}$ of the first of Eqs.(4.8). Now the linear terms of this equation will not contain $S_{1}$. We arrive at a system of equations for $S_{\sigma}$ and $S_{I}$, the linear uniform terms of which (in the right sides of the equations) are Volterra operators that have the form

$$
K F=\varepsilon \int K\left(t, t^{\prime}, \varepsilon\right) F\left(t^{\prime}\right) d t^{\prime}, \quad 0 \leqslant t^{\prime} \leqslant t \leqslant \frac{\tau_{0}}{\varepsilon}
$$

whose kerneis $K\left(t, t^{\prime}, \varepsilon\right)$ are bounded.
Using successive approximations to solve this system, assuming all terms on the right, apart from those linear and uniform in $S_{q}$ and $S_{1}$, are known, we obtain a system of integral equations of the form

$$
\begin{equation*}
S_{\varphi}=\int\left(\Phi_{4}+\Phi_{5}\right) d t^{\prime}, \quad S_{J}=\int\left(\Psi_{4} \div \Psi_{5}\right) d t^{\prime}, \quad 0 \leqslant t \leqslant \frac{\tau_{0}}{\varepsilon} \tag{4.11}
\end{equation*}
$$

where $\Phi_{4}$ and $\Psi_{4}$ are independent of $S_{G}$ and $S_{1}$, and when inequalities (4.9) are satsified, the following estimates hold:

$$
\begin{align*}
& \left|\Phi_{4}\right| \leqslant A_{2^{r}{ }^{+3}},\left|\Psi_{4}\right| \leqslant A_{2^{\varepsilon^{r+3}}}  \tag{1.12}\\
& \left|\Phi_{5}\right| \leqslant A_{2}\left(S_{1}^{2}-\varepsilon S_{4}^{2}\right),\left|\Psi_{5}\right| \leqslant A_{2} \varepsilon\left(S_{1}^{2}-S_{4}{ }^{2}\right)
\end{align*}
$$

When carrying out the transformations it is necessary to bear in mind that the composition of integral operators of the form

$$
\tilde{K}_{j} F=1 \bar{\varepsilon} \int K_{j}\left(t, t^{\prime}, \varepsilon\right) F\left(t^{\prime}\right) d t^{\prime}, \quad 0 \leqslant t \leqslant \frac{\tau_{0}}{v}, \quad j=1,2
$$

with uniformly bounded kernels $K_{j}$ gives the integral operator $K_{1} K_{2}$, whose kernel is uniformly bounded when $0 \leqslant t$ : $t \leqslant \tau_{0}$ ' $\varepsilon$.
5. We will solve the system of integrai Eqs. (4.12) by the usual method of successive approximations, setting

$$
\begin{align*}
& S_{q}^{n+1}=\int\left(\Phi_{4}+\Phi_{5}\left(S_{\varphi}^{n} \cdot S_{1}^{n}, t^{\prime}, \varepsilon\right)\right) d t^{2}, \quad S_{q}^{-1}=0  \tag{5,1}\\
& S_{1}^{n+1}=\int\left(\Psi_{4}+\Psi_{5}\left(S_{q}{ }^{n}, S^{n_{1}}, t^{\prime}, \varepsilon\right)\right) d t^{\prime}, \quad S_{i}{ }^{-1}=0
\end{align*}
$$

It can be shown that when $0<\varepsilon \leqslant \varepsilon_{0}$, where $\varepsilon_{0}$ is a fairly small number, the successive approximations will not go beyond the limits of the square

$$
\begin{equation*}
\left|S_{\mathrm{v}}\right| \leqslant A_{3} \varepsilon^{r+1},\left|S_{I}\right| \leqslant A_{s} \varepsilon^{r+1} \tag{5.2}
\end{equation*}
$$

where $A_{3}$ is an arbitrary but fixed number.
To prove estimate ( 5.2 ), we use the inequalities

$$
\begin{align*}
& S_{7}^{r-1}=A_{2}\left(\varepsilon^{r+3}-\left(S_{1}^{n}\right)^{2}-\varepsilon\left(S_{4}^{n}\right)\right) d t^{\prime}  \tag{5.3}\\
& S_{i}^{n-1}-A_{2} \int\left(\varepsilon^{r+3}-\varepsilon\left(S_{1}^{n}\right)^{2}-\varepsilon\left(S_{8}^{n}\right)^{2}\right) d t^{\prime}
\end{align*}
$$

which hold wher inequalities (4.9) are satisfied and follow from estimates (4.12).
The next step for obtaining estimates (5.2) is based on the following consideration (a similar method was used previously/8/). Let $i$ and $N$ be non-negative solutions of the system of integral equations

$$
\begin{equation*}
L=A_{2}!\left(\varepsilon^{+3}-M^{2}-\varepsilon L^{2}\right) d t^{t} \cdot M=A_{a}!\left(\varepsilon^{+3}-\varepsilon M M^{2}-\varepsilon L^{2}\right) d t^{2} \tag{0.4}
\end{equation*}
$$

If for some $n$ we have $\left|S_{\zeta}{ }^{n}\right| \leqslant L,\left|S_{1}{ }^{n}\right| \leqslant M$, then, as follows from (5.3) and (5.4), we have for all $n^{\prime}>n$ the inequalities $\left|S_{\varphi}{ }^{n+}\right| \leqslant L,\left|S_{1}^{n}\right| \leqslant M$. Hence it is sufficient to prove the existence of the solution $L, M$ of system (5.4) such that

$$
\begin{equation*}
0 \leqslant L \leqslant A_{3} \mathrm{e}^{\mathrm{r}+1} \cdot 0 \leqslant M<A_{3} \mathrm{e}^{r+1} \tag{5.5}
\end{equation*}
$$

Let us prove that such $Z$ and $A$ extst. We rake ir (5.4) the substitution $L=\varepsilon^{*+1} l, M=\varepsilon^{*+1} m$. The square (5.2) becomes $|1| \leqslant A_{3} \mid m i_{i} \leqslant A_{3}$.

The equaticns for $l$ and $m$ are obvicusing of the form

$$
\begin{aligned}
& l=A_{2}\left(\varepsilon^{2} t-\varepsilon^{r-1} \vdots\left(m^{2}-\varepsilon l^{2}\right) d t^{\prime}\right) \\
& m=A_{2}\left(\varepsilon^{2} t-\varepsilon^{r+2} \vdots\left(m^{2}-l^{2}\right) d t^{\prime}\right)
\end{aligned}
$$

This system of integral equation is equivalent of the systen of differential equations with zero initial conaitions

$$
\begin{align*}
& \frac{\partial i}{d \tau}=A_{2}\left(\varepsilon-\varepsilon^{2}\left(m^{2}-\varepsilon i^{2}\right), \quad \frac{d^{n}}{d \tau}=A_{2}\left(\varepsilon-\varepsilon^{r-1}\left(m^{2} \div I^{2}\right)\right)\right. \\
& \tau=\varepsilon i ; \quad l(0)=m(0)=0
\end{align*}
$$

We will consider these equations for $0 \leqslant \tau \leqslant \tau_{0}$ and $|l| \leqslant A_{3},|m| \leqslant A_{3}$, assuming that $r>0$. The last requirement does not limit the generality. The existence of a non-negative solution of this system follows from Picara's theorem, when $|l| \leqslant A_{3},|m| \leqslant A_{3}$ with zero initial conditions wher $0: \tau \leqslant m i n\left\{r_{0}, A_{3} N\right\}$, where $N$ is the maximum of the modulus of the right side when $\left|\left|\leqslant A_{3}\right| m\right|-A_{3}$. Since $0 \leqslant X \leqslant$ const $+\varepsilon$, then for fairly small $\varepsilon_{0} 0<$ $\varepsilon \leqslant \varepsilon_{0}$ ) the quantity $A_{3}, \mathcal{J}$ does not exceed $\tau_{0}$ and a solution exists when $0 \leqslant \tau \leqslant \tau_{0}$.

The existence of non-negative $l$ and $m$ is the square $|l| \leqslant A_{i},|m| \leqslant A_{s}$ (and consequentiy $L=\varepsilon^{r-1}, M=\epsilon^{r-1} m$ in the square (5.5)) is thus proved. At the same time the inequalities

$$
\begin{equation*}
\left|S_{4}^{n}\right| \leqslant L \leqslant A_{3} \varepsilon^{r-1}, \quad\left|S_{i}^{n}\right| \leqslant M \leqslant A_{3} \varepsilon^{r-1} \tag{5.7}
\end{equation*}
$$

are proved for any $n$, since they obviousiy are satisfied when $n=-1$.
The proof of the uniform convergence of the successive approximations $S_{4}{ }^{n}$ and $S_{1}{ }^{\pi}$ to limits as $n \rightarrow \infty$, after the proof of inequality (5.7) is not difficult, and is carried out as in Picard's theorez.
passing to the limit in (5.7) as $n \rightarrow \infty$, we obtain the estimates (4.4) with const $=A_{3}$, which completes the proof of the method of two-scale expansions.

The extension of the results of this paper to the case when $I=\left(I^{1}, I^{3}, \ldots, I^{r}\right), s>1$, is trivial. For the multifrequency case $\varphi=\left(\varphi^{1}, \varphi^{2}, \ldots, \varphi^{s}\right), s>1$ there is no such simple and complete theory as in the case of $s=1$.

The authors thank A.M.Il'in for pointing out the method of eliminating the remainder terms when proving the theorem.
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## on the conditions for the existence of the reducing chaplygin factor*


#### Abstract

IL. ILIyEV The problem of the existence of a reducing chaplygin factor (RCF) for non-holonomic systems with $k$ degrees of freedom is discussed. By introducing additional coorcinates, a class of non-holonomic systems for which the RCF method is applicable in a widened configuration space is distinguished. For comparison, the corresponding conditions in quasicoordinates are given. The existence of an RCF for one of the equivalent non-holonomic systems is studied.


1. Formulation of the problem. S.A. Chaplygin formulated the conditions under which non-holonomic systems with two degrees of fredom can have a reducing factor (see /1/). Using the equations in admissible vectors, Chaplygir.'s ideas were extended to systems which have $k$ degrees of freedom, $/ 2 /$. The present paper continues the investigations initiated in $/ 2 /$.

Let us recall from /2/ some of the equations necessary for our discussion. We assume for brevity that the indices $\lambda, \mu, v, x, \rho, \ldots$ take values from 1 to $n ; a, b, c . d$ from 1 to $k$; and $p . q . r, \ldots$ from $k$ to $r$.

By means of

$$
\begin{equation*}
d \tau=N\left(q^{n}\right) d t \tag{1.1}
\end{equation*}
$$

the equations of motion of a non-hcionomic system in admissible vectors,

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial \theta}{\partial s^{\prime t}}\right)-\frac{\hat{\theta} \theta}{\partial q^{*}} \alpha_{a}^{x}-د_{1 \cdot \theta} \cos ^{b} s^{c}=\frac{\partial C}{\partial q^{x}} \alpha_{a}^{x} \tag{1.2}
\end{equation*}
$$

is changed to the form

$$
\begin{equation*}
\frac{d}{d \tau}\left(\frac{\hat{o}(\theta)}{\hat{\partial} s^{*}}\right)-\frac{\dot{\partial}(\theta)}{\hat{\partial} q^{*}} x_{i}^{*}=\frac{\dot{\partial} U}{\partial q^{*}} \alpha_{a}^{*} \tag{1.3}
\end{equation*}
$$
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